
CHAPTER XVII 

GENERAL THEOREMS ON INTEGRAL RATIONAL 
INVARIANTS 

77. The Invariance of the Factors of Invariants. Let us con. 
11ider the general n-ary form of the kth degree which we will rep­
resent by f(x1, ••• x,.; a1, a2, ···), the x's being the variables and the 
a's the coefficients. By suitably changing the a's, this symbol may 
be used to represent any such form. Hence, if we subject such a 
form to a linear transformation, the new form, being n-ary and of 
the same degree as the old, may be represented by the same func­
tional letter: f (3Íi, •·· ~; ªi• a~,•··). This new form will evidently 
be homogeneous and linear in the a's ; that is, each of the a1's is a 
homogeneous linear polynomial in the a's. It is also clear that each 
of the a''s is a homogeneous polynomial of the kth degree in the 
r,oefficients of the transformation. 

It follows from the very definition of invariants that if we have 
a number of integral rational relative invariants of a form or system 
of forros, their product will also be an integral rational relative in, 
variant. It is the converse of this that we wish to prove in this 
section. We begin by stating this converse in the simple case of a 
,:ingle form. 

THEOREM 1. If I ( a1, a2, • • •) is an integral rational invariant of 
the n-ary form 

and is reducible, then all ita f actors are invariaAtB. 

It will evidently be sufficient to prove that the irreducible factora 
of I are invariants. Letf1,f2, •··fz be the irreducible factors of L 

Subjecting f to the linear transformation 

{

z, := t +: ... : + t· 
x,. = Cnl~ +•··+e,.,.~,. 
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wbose determinant we call e, and denoting the coefficients of the 
transformed forro by ªi, a;, ···, we have 

(1) 

an identity which may also be written 

fi(ai, a;,···) ···flai, a~,···)= <f fi(a1, ª2, ···) ···fz(a1, ª2, "'), 
We have here a polynomial in the c's and a's which, on the 
second side of tbe identity, is resolved into its irreducible factors, 
since by Theorem 1, § 61, the determinant e is irreducible. Hence 
each factor on the first side is equal to the product of sorne of the 
factora on the second. That is 

(2) (i = 1, 2, ·•• l) 

where the cf>'s are polynomials. 
Now let 

and let all the other c's be zero. Our transformation becomes the 
identical transformation, the determinant e = 1, and each a1 is equal 
to the corresponding a. The identities (2) therefore reduce to 

(i = 1, 2, ·•• l). 

Substituting this value of cf>, in (2~ we see that f. is an invariant, 
and our theorem is proved. 

The general theorem, now, is the following : 

THEOREM 2. If I (a1, a2, ···; b1, b2, ···; ···) is an integral rational 
invariant of the system of forms 

f¡(x¡, ··· x,.; ª11 ª21 ···) 

flx1, ••• x,.; b1, b2, •··) 

•nd Í8 reducible, then all its factors are invariantB. 

The proof of this theorem is practically identical with that of 
Theorem 1. 

• 
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EXERCISE 

If l(a1,a2, .. ·; b1,b2, .. ·;· .. ; y1,•·•yB; z1, ·••z. ;•··) is an integral rationalco, 
nriant of the syst.em of forma 

f1( xi,··· x,.; a¡, a2, ... ), 

fi(x1, ·••x.; b1,b2, ···), 

and the syst.em of points (y1, •·· y.), (z1, •·· z.), ···, and is reducible, then all ita 
factors are covariants ( or invariants). 

78. A More General Method of Approach to the Subject of Rela­
tive Invariants. W e have called a polynomial I in the coefficients 
of an n-ary form f a relative invariant of this form if it has the 
property of being merely multiplied by a power of the determinant 
of the transformation when/ is subjected to a linear transformation. 
It is natural to inquire what class of functions I we should obtain if 
we make the less specific demand that I be multiplied by a poly­
nomial in the coefficients of the transformation. We should expect 
to get in this way a class of functions more general than the {nvari­
ants we have so far considered. As a matter of fact, we get precisely 
the same class of functions, as is shown by the following theorem: 

THEOREM. Let I be a polynomial not identically zero in the co­
efficients ( a1, a2, • • ·) of an n-ary form f, and let (a~, a;, • .. ) be the co­
efficients of the form obtained by subf ectin,q f to the linear transjormatÍ011 

{
~1 ~ '1:~ ~ ·:· ~ '1~;,: 
x,. = c,.1x1 + •·· + c,.11:if.i. 

If I(a~, a~, ···)=,/r(cu, ··· c,.,.)I(a1, a2, ... ), 

where ,¡,. is a polynomial in the c' s, and this is an iaentity in the a' s and 
c's, then ,¡,. is a power of the determinant of the transformation. 

W e will first show that t =I= O when c =I= O'. If possible let du, •••d. 
be a particular set of values of the cv's such that 

t(d11, ••• d.,,.)= O, 

while 

• 
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Then the transformation 

{

x1 = d11~ + ··· + d1,.x~, 

~" ~ d~1x{·+ .... ~ d~"~' 

has an inverse 

{ 
~ ~ 8':'"' :+ :" · ~ 81~: 
~ = Ó,.1x1 + · · · + 01111X11• 
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Let us considera special set of a's such that J(a1, a2, •··)=I= O. Then 

I(a~, a~, •··)= t(du, ···d,.,.)I(a1,a2, ... )= O. 

Now apply the inverse transformation, and we have 

I(a1, a2, ···) = t(óu, ··· ó,.,.)I(~, a~,·•·)= O, 

which is contrary to our hypothesis. 
Having thus proved that ,¡,. can vanish only when c = O, let us 

break up t into its irreducible factors, 

t( cu,•·· c.,,.)= ti( cu,•·· c,,,.),¡,.z( cu,··· c.,,.)··• t>..( Cu,··· c.,,.). 

Since ,¡,. vanishes whenever ti= O, ,¡,., can vanish only when c = O. 
Hence by the theorem for n variables which corresponds to Theorem 7, 
§ 76, ,¡,., must be a factor of c. But c is irreducible. Hence· t, cam 
differ from c only by a constant factor, and we may write 

t=Kc>... 

Jt remains then merely to prove that the constant Khas the value 1 
~'or this purpose consider the identity 

I(ai, a~, •··)= KcAJ(a1, a2 •··), 

and give to the cv's the values which they have in the identical 
transformation. Then c = 1, and the a1's are equal to the correspond• 
ing a's. The last written identity therefore becomes 

J(a1, a2, ···) = KI(a1, az, ··•); 
from which we infer that K = 1 . 
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EXERCISES 

l.. Prove that if a polynomial / in the coefficients ai, a2, •·· of an n-ary forro and 
the coordinates (Y1, •·· Yn) of a point has the property of being merely multiplied 
by a certain rational function ijJ of the coefficients of the transformation when the 
form and the point are subjected to a linear transformation, then ijJ is a positive or 
negative power of the determinant of the tra.nsformation, a.nd I is a covaria.nt. 

2. Genera.liza the theorem of this section to the ca.se of inva.riants of a system 
of forros. 

3. Generalize the theorem of Exercise 1 to the case of a system of forros and 
a system of points. 

4. Prove that every rational invariant of a form or system of forms is the 
ratio of two integral rational invariants. 

5. Generalize the theorem of Exercise 4 to the case of covariants. 

79. The Isobaric Character of Invariants and Covariants. In 
many investigations, and in particular in the study of invariants and 
covariants, it is desirable to attach a definite weight to each of the 
variables with which we have to deal. To a product of two or more 
such variables we then attach a weight equal to the sum of the 
weights of the faétors, and this weight is supposed to remain 
unchanged if the product is multiplied by a constant coefficient. 
Thus if z1, z2, z8 are regarded as having weights w1, w2, w8 respectively, 
the term 5 z1 z2 z: 

would have the weight w1 + w2 + 2w8• 

If, then, having thus attached a definite weight to each of the vari• 
ables, we consider a polynomial, each term of this polynomial will be 
of a definite weight, and by the weight of a polynomial we understand 
the greatest weight of any of its terms whose coe.fficient is not zero. lf 
moreover ali the terms of a polynomial are of the same weight, th& 
polynomial is said to be isobaric. 

It may be noticed that, according to this definition, a polynomia! 
which vanishes identically is the only one which has no weight, while 
a polynomial which reduces to a constant different from zero is of 
weight zero. Moreover if two polynomials are of weights w1 and Ws, 

their product is of weight w1 + w2.* 
• The conception of degree of a polynomial is merely the special case of the con, 

ception of weight in which ali the variables are supposed to ha.ve weight l. The con, 
ception of being isobaric then reduces to the conception of homogeneity. 
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W e will apply this conception of weight first to the case in which 
the variables of which we have been speaking are the coefficients 
a1, a2, • • • of tbe n-ary form 

f(x¡, ··· Xni ª1, ª2, ··•), 

W e shall find it desirable to admit n diff erent determinations of the 
weights of these a's; one determination corresponding to each of the 
variables x1, .. ~ Xn• 

DEFINITION l. IJ a, is the coe.fficient of the term 

in an n-ary form, we assign to a, the weights p1,p2, ... Pn respectivelg 
with regard to the variables x1, x2, · • • xn. 

In the case of a binary iorm, 

ªoXi + ª1:z1-1x2 + ··· + ak~' 

the subscripts of the coefficients indicate their weights witli regard 
to x

2
, while their weights with regard to x1 are equal to the differences 

between the degree of the form and these subscripts. 
As a seccnd example, we mention the quadratic forro 

Here the weight of any coefficient with regard to one of the vari­
ables, say x1, is equal to the number of times j occurs as a subscript 
to this coefficient. • 

In connection with this subject of weight, the special linear 
transformation 

(1) 

is useful. If a, is a coefficient which is of weight A. with regard to 
x1, the term in which this coefficient occurs contains x~, and therefore 

a~= P-a,. 

• For forros of higher degree, a similar notation for the coefficients by mea.ns of 
multiple subscripts might be used. The weight of ea.ch coefficient could then be a.t 
once read off from the subscripts. 
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That is 

THEOREM l. The weight with regard to X; of a coefficient of a11 

n-ary f orm is the exponent of the power of k by which this coefficient i, 
multiplied after the special transformation (1 ). 

From this it follows at once that an isobaric polynomial of 
weight A with regard to X; in the coefficients ( a1, a2, · · ·) of an n-ary 
form is siroply multiplied by k>- if the forro is subjected to the linear 
transformation (1 ). 

Moreover, the converse of this is also true. For if ªi• a;, ... are 
the coefficients of the n-ary form after the transforroation (1), and ü 
cf,(a1, a2, ... )is a polynomial which has the property that 

cf,( ªi• a~, .. ·) = k>-cf>( ª1• ª2• .. · ), 

this being an identity in the a's and also in k, we can infer, as fol­
lows, that cf, is isobaric of weight A. Let us group the terms of cf, 
together according to their weights, thus writing cf, in the form 

cf,( ª1, ª2, .. -) = et,¡( ª1• ª2, .. ·) + 4>l ª1• ª2, · --) + .. · 

where cf,1, cf,2, ... are isobaric of weights X1, ½, ... . We have then 

cf,( a~, a;, · .. ) = k>-•cf,1 ( ª1, ª2• · .. ) + k'-•cf,2( ª1• ª2• · .. ) + .. · · 

But on the other hand 

cf>( ªi• a~, · · ·) = kfcf,( ª1, ª2• · .. ) = k>-cf,1 ( ª1• ª2• · .. } + Pcf,i ª1, ª2• .. ·) + ... · 

Comparing the last members of these two identities, we see that 

A=A1 =A2 = ... 

as was to be proved. W e have thus established the theorem: 

THEOREM 2. A necessary and sufficient condition that a poly­
nomial cf, in the coefficients of an n-ary form be simply multiplied by kf 

wlien the form is subjected to transformations of the form (1) is that cf, 
be isobaric of weight A with regard to X;, 

By means of this theorem we can show that the use of the word 
weight introduced in § 31 is in accord with the definition given in 
the present section. For an integral rational invariant of an n-ary 
form which, according to the definition of § 31, is of weight A will, if 
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the forro is subjected to the transformation (1 ), be merely multiplied 
by k>- and must therefore, according to Theorem 2, be isobaric of 
weight A with regard to X;, That is: 

THEOREM 3. If I is an integral rational invariant of a form f 
which according to the definition of § 31 is of weight >.., it will also be of 
weight X with regard to each of the va1·iables X; off according to the 
d~finitions of this section, and it will be isobaric with regard to each of 
these variables. 

As an illustration of this theorem we may mention the discrimi­
nant 

of the binary quadratic form 

ªoxf + 2al X¡ X2 + ª2X~ 

which is isobaric of weight 2 both with regard to Xi and with regard 
to X2, 

The reader should consider in the same way the discriminant of 
the general quadratic form. 

All of the considerations of the present section may be extended 
immediately to the case in which we have to deal, not with a single 
form, but with a system of forros. W e state here merely the 
theorem which corresponda to Theorem 3. 

THEOREM 4. If I is an integral rational invariant of a system of 
forms which according to the definition of § 31 is of weight X, it will also 
be of weight A witli regard to each of the variables X; of the system, and 
it will be. isobaric with regard to each of these variables. 

Tbe reader may consider as an illustration of this theorem the 
resultant of a system of linear forros, and also the invariants obtained 
in Chapters XII and XIII. 

W e saw in Theorem 5, § 31, that the weight of an integral rational 
invaria.nt cannot be negative. This fact now becomes still more 
evident, since the weight of no coe:fficient is negative. Moreover, 
we can now add tbe following further fact: 

THEOREM 5. An integral rational invariant of a form or system 
of forms cannot be of weight zero. 

For consider any term of the invariant whose coefficient is not 
zen. This term involves the product of a nurober of coe:fficients of 
the system of forms. Since none of these coefficients can be of nega­

Q 
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tive weight, the weight of the term will be at least as great as the 
weight of any one of them. But any one of them is at least of 
weight 1 with regard t~ sorne one of the variables. Hence the ir,. 
variant is at least of weight 1 with regard to sorne one of the 
variables, and hence with regard to any of the variables. 

In order, finally, to be able to extend the considerations of this 
section to the case of covariants, we must lay down the following 
additional definition: 

DEFINITION 2. If the sets of variables (y,, ... y.), (z" ... z.), ... 
are cogrediem with the variables (x,, • · • x.) of a system of n-ary forms, 
we will assign to y1, z1, .. · the weight -1 with regard to x-, to all the 
other y's, z's, etc. the weight O. 

1 

1t will be noticed that here too, when we perform the transform­
ation (1), each of the variables is multiplied by a power of k wliose 
exponent is the weight of the variable. lt is therefore easy • to 
extend the considerations of this section to this case, and we thus 
get the theorem : 

THEOREM 6. Jf I is an integral rational covariant of a system 
of forms and a system of points whieh is of weight ;\ aceording to tl,e 
rlefinition qf § 31, it will also be of weight ;\ with regard to each of tlie 
variables of the systern, and it will be isobaric with regard to each of 
these variables. 

As an example of this theorem we note that the polar 

ª0Y1 Z¡ + ª1 (y¡.,+ Y,•1) + ª,Y,•, 

of a binary quadratic form is isobaric of weight zero. The reader 
may satisfy himself that the same is true of the polar of the general 
quadratic form. 

. 80, Geometric Properties and the Principie of Homogene!ty lt 
1s a familiar fact that many geometric properties of plane curves or 
snrfaces are expressed by the vanishing of an integra1 rational fnnc­
tion of the coefficients of their eq uations. Take, for instan ce, the 
surface 

(1) f(x, y, z; a1, a,, ... )=0, 

• Slight additional care must be ta.keo here on account of the possible presence of 
tern13 of uegative we~ht. 
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wbere f is a polynomial of the kth degree in the non-homogeneous 
coordina tes x, y, z, and a1, a,, .. • are the coefficients of this polyno­
mial ; and consider the relation 

[2) 

wber~ cf, is a polynomial, which we will assume to be of at least 
the first degree, in the coefficients a1, a,, .. •. By Theorem 3, § 6, 
there are an infinita number of polynomials of the kth degree in 
(z, y, z) whose coefficients satisfy the relation (2) and also an infinita 
number whose coefficients do not satisfy this relation. In other 
words, ali polynomials of the ktb degree in (x, y, z) may be divided 
into two classes, A and B, of which the first is characterized by con­
dition (2) being fulfilled, while the second is characterized by this 
condition not being fnlfilled. We may therefore say that (2) is a 
necessary and sufficient condition that f have a certain property, 
namely, the property of belonging in class A. 

The simplest examples, however, show that this property off 
need not correspond to a geometric property of the surface (1), 
To illustrate this, Jet k = 1, so that we have 

f= a¡x + ª2Y +ªa"+ª•• 

'1td consider first the polynomial in the a's: 

cf, = ª•· 
Tbe vanishing of cf, gives a necessary and sufficient condition that f 
belong to the class of homogeneous polynomials of the first degree 
in (x, y, •~ and thus expresses a property of the polynomial. This 
same condition, a4 = O, also expresses a property of tbe plane f = O, 
namely, the property that it pass through the origin. 

Suppose, however, tbat instead of the function cf, we take the 
polynomial ,1, 1 

'i'l = a, - . 
The vanishing of this polynomial also gives a necessary and suffi 
cient condition' that tbe polynomialf have a certain property, namely, 
that its constant term have the value l. It does not serve to dis 
tinguish planes into two classes, since we may write the equation of 
any plane ( except those through the origin) either with the constant 
term 1 or with the constant term different from 1 by merely multt 
plying the equation through by a constan•, 
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From the foregoing it will be seeu that saying that a surface has 
a certain property amounts to the same tbing as saying that it 
belongs to a certain class of surface;;. • 

THEOREM l. The equation (2) expresses a necessary and sufficient 
eondition for a geometrie property of the surface (1) when, and ontv 
when, the polynomi'al cp is hornogeneous. 

For if <f, is non-homogeneous, let us wúe it in the forro 

<f, = cp,, + cf>n-1 + ... + c/>1 + cf>o, 

where cf>n is a homogeneous polynomial of the nth degree and each 
of the other cp's w.hich is not identically zero is a homogeneous poly­
nomial of the degree indicated by its subscript. Let ªi• a;, ... be a 
set of values of the a's for which cp,, and at least one of the other cp¡'s 
is not zero, and consider the surface 

(3) 

The condition (2) for this surface is 

e"cp,,(ai, a~, ... ) + c"-1cp,,_1(ai, a~, ... ) + ... + ccp1(ai, a~, ... ) 

+ cf>o( ªi• a~, ... ) = O. 

This is an equation of the nth degree in e, and since at least one 
of the coefficients after the first is different from zero, it will have 
at least one root c1 =t= O. On the other hand, we can find a value 
e1 =t= O which is not a root of this equation. Hence the surface (3) 
satisfies condition (2) if we let e= e1 and does not satisfy it if e= t

2
• 

But a change in the value of e merely multiplies the equation (3) 
by a constant and does not change the surface represented by it. 
Thus we see that one and the same surface can be regarded both as 
satisfying and as not satisfying condition (2). In other words, if ef, 
is non-homogeneous, (2) does not express a property of the surface ( 1 ). 

Assume now that cp is homogeneous of the nth degree, and 
consider the class A of polynomials f whose coefficieñts satisfy equa­
tion (2) and the class B whose coefficients do not satisfy this equa­
tion. Our theorem will be proved if we can show that we hav6 
hereby divided the surfaces (1) into two classes, that is, that if 

• This brief explanation must not be regarded as an attempt to define the concep, 
~fon vroperty, for no specüic class can be defined without the use of sorne propertv. 
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,;, 4 ... are the coefficients of a polynomial of class A and aJ, a~, .•. 
the coefficients of a polynomial of class B, then the two surfaces 

f(x, y, z; ªi, a~, .. ,) = O, 

f(x, y, z; a1, a;, .. ,)=0, 

cannot be the same. If they were the same, the coefficients ªi• a;, • .. 
would be proportional to a1, a~, · · · ( cf. Theorem 7, Corollary, § 76~ 

"- 1 "- 1 a, - ca¡, ª2 - ªª2• ... 
aud therefore cp(a1, a~,"·)= c"cp(ai, a~, .. ,). 

But this is impossible since by hypothesis 

cp(ai, a~,, .. )= O, cp(a1, a~,···) =t=O. 

Thus our theorem is proved. 
This theorem admits of generalization in various directions. 

Suppose first that instead of a single surface (1) we have a system 
'of algebraic surfaces, and that cp is a polynomial in the coefficients of 
all these surfaces. Then precisely the reasoning just used shows that 
the equation cp = O gives a necessary and sufficient condition for a 
geometric property of this system of surfaces when and only when cp 
is homogeneous in the coefficients of each surface taken separately. 

On the other hand, we may use homogeneous coordinates in. 
writing the equations of the surfaces, and the results so far stated 
will obviously hold without change: 

THEOREM 2. Let 

Ji(x, y, z, t; a1, a2, ... ), f 2(x, y, z, t; b1, b2, ... ), •·· 
l i a system of homogeneous polynomials in (x, y, z, t) whose coefficients 
11re a1, a2, • • •; b1, b2, •.• ; etc.; and let 

e/> ( ª1• ª2• · .. ; b1, b2, .. · ; · .. ) 

6e a polynomial in the a's, b's, etc. Then the equation cp = O expresse& 
a necessary and sufficient condition that the system of surf a ces 

1 

f1 = o, f2 = o, ·" 
·ha-ve a geometric property when, and only when, the polynomial cp is 

/ lwmogeneous in the a's alone, also in the b's alone, etc. 

In conclusion we note that all the results of this section can be 
extended at once to algebraic curves in the plane ; or, indeed, to the 
case of space of any number o{ dimensions. 
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EXERCISE 

If, in Theorem 2, besides the surfaces /1 = O, f2 = O, ... we also have a system 

of point,s (x1, y1, zi, t1), (x2, y2, Z2, l2), ... 

and if </, is a polynomial not merely o! the a's, b's, et.e., but also of the coiirdinatea 
of these points, prove that cp = O expresses a necessary and sufficient condition 
that this system of surfaces and point.s ha.ve a geometric property when and 
only when <p is homogeueous in the a's alone, in the b's alone, etc., and also in 
(x1, yi, zi, t1) alone, in (x~, y2, z2, t2) alone, etc. 

81. Homogeneous Invariants. From the developments oí the last 
section it is clear that the only integral rational invariants whicb 
will be of importance in geometrical applications are those which are 
homogeneous in the coefficients of each of the ground-forms taken 
separately. • Such invariants we will speak of as homogeneou, in­
variante. It will be found that all the invariants which we bave 
met so far are of this kind. 

An important relation between the weight and the various de­
grees connected with a homogeneous invariant is givén by the follow, 
ing theorem : 

THEOREM l. 

(1) 

of degreeB m1, m2, ... respeetively, and if 
l(a1, a2, ••• ; b1, b2, ···; ···) 

• Tbis statement must not be taken too literally. It is true if in the geometrical 
application in question we consider the variables as homogeneous coOrdinates and il 
we have to deal with the loci obtained by equating the ground-forms to zero. While 
this is the ordinary way in which we interpret invaria.nts geometrically, otber inter,, 
pretations are possible. Far instance1 instead of interpreting tbe variables (x, y) 81 
homogeneous coOrdinates on a line and equating the binary quadratic forma 

f1=:=a1x2 + 2 a2xy + asy2, 
!2= bix2 + 2 b2xy + bay2, 

to zero, thus getting two pairs of points on a line, we may interpret (z, y) as non­
homogeneous coOrdinates in the plane, and consider the two conics/1 = 1,/2 = l. Witli 
this iuterpretation, tbe vanishing of the invariant 

a1aa - ~ + b1bs - b;, 

whicb is not homoe:eneous in the a's alone or in the b1s alone. has a geometric mea.nbtf 
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i, a homogeneous invariant of this system, of weight X, and of degree a 
ill the a's, fJ in the b's, etc., then 

• 
(2) 

Subjecting the forms (1) to the linear transformation 

(3) j ~¡ ~ C¡:x¡ ~ .... ~ ª:•~• 
- 1 + + _, Xn - Cn,¡X¡ C,m:&a, 

whose determinant we will denote by e, we get 

f 1(x\, ···X:.; a\, a;,···), 
f,¡(x\, ···X:,; b\, b;, ·•·), 

and, since by hypothesis I is an invariant of weight X, 

(4) l(a\,a;, ···; b\,b;, ·••; ···)=il'l(a1,a2, ···; b1,b2, ·••; ... ¡. 

Every a· is a homogeneous polynomial in the c,'s of degree m1, eve1y 
b' of degree m2, etc. ; and since I is itself homogeneous of degree a 

in the a's, fJ in the b's, etc., we see that tbe left-hand side of ( 4) is a 
homogeneous polynomial of degree m1a + m2,8 + ... in the e;,. 
Equating this to the degree of the right-hand side of (4) in the c1/s, 
which is e-.:idently nX, our theorem is proved. 

An additional reason for the importance of these homogeneous 
invariants is that the non-homogeneous integral rational invariants 
can be built up from them, as is stated in the following theorem: 

THEOREM 2. JJ an integral rational invariant I of the system (1) 
6e written in the form 

Ia:11+12 + ... +I, 

tohere each of the I,'s is a polynomial in the a's, b's, etc., which is 
lwmogeneous in the a's alone, and also in the b's alone, etc., and sucl, 
that the sum of no two I,' 8 has this property, then each of the functiom 

11, J.., ... I. 
i, a homogeneous invariant of the B!JBlem (1 ): 
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This theorem follows immediately from the definition of an 
invariant. Far from the identity, 

li(o/2, a~,···; bi~ b;, ···; , .. ) + ··· +Ilai, a;,···; bi, b;, ···; ···) 
=l"'[I¡(a¡, a2, ···; b1, b2, ···; ···) 

+ ··· +I,(a1, a2, ···; b1, b2, ···; ···)], 

we infer at once the identities, 

Ii(ai, a~•··; bi, b;, ... ; ···)=e"l¡(a1, a2, ... ; b1, b2,••·; , .. ), 

In the case of a single n-ary form, bnt in that case only, we have 
the theorem : 

THEOREM 3. An integral rational invariant of a single n-ary form 
is always homogeneous. 

Let j(x1, •·· x,; a1, a,,•··) 

be the ground-form, and !et I be the invariant. By Theorem 2 we 

may write 

where 11, ··· I,. are homogeneous invariants. Let the degrees of these 
homogeneous invariants in the a's be a1, ... ª• respectively. Their 
weights are ali the same as the weight of I, which we will call X. 
If, then, we call the degree off, m, we have, by Theorem 1, 

ma1 = n:I., ma2 = n:I., •·· ma, = n;\., 

from which, since m > O, we infer 

1X1=tt2= ..• =ak. 

That is, I¡, ··· I,. are of the same degree, anJ I is homogeneous. 

THEOREM 4. If we have a system of n-ary forms j 1, j 2, ••• and 
a polynomial cf, in their coefficients, the equation cf, = O gives a necessarg. 
and sujficient condition for a projective property of the system of /oci in 
space of n - 1 dimensions, 

f1 = o, f, = o, ...... ' 
when, and only when, cf, is a homogeneous invariant of the system of 
forms f. 
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lf cf, is_ a homog_e~eous invariant, its vanishing gives a necessary 
and suffiment cond1t10n far a geometric property ( cf. § 80), and this 
property must be a projective property since when we .subject the 
loci to a non-singular collineation,_ cf, is merely multiplied by a non­
vanishing constant. 

On the other hand !et cf, = O be a necessary and sufficient condi­
tion far a projective property. In arder to prove that cf, is an 
invariant (it must be homogeneous by § 80) Jet a1, a2, •·· be the 
coefficients of / 1 ; b1, b2, ••• the coefficients of / 2, etc.; and suppose 
that the linear transformation, 

¡~1 ~ c1:1x(:+ :·· ~c:,x~: 
Xn = Cn¡X¡ + "º + Cnn~, 

(5) 

carries over :/¡ into Ji with coefficients a\, a; ... ; j 2 into f, with coeffi-
. b' b' · 

2 
c1ents ¡, 2, ••• ; etc. The polynomial cf, farmed far the transfarmed 
forros is cf>(ai, a~,···; bi, b;, ... ; , .. ), 
111ld may, since the a''s, b''s, ··· are polynomials in the a's, b's, ... and 
the c's, be itself regarded as a polynomial in the a's, b's, ... and the 
c's. Looking at it from this point of view, Jet ns resol ve it into its 
irreducible factora, 

(6) cf,(a\, a;,···; b\, b¡, •··; •·· )= cf,¡(a1, a2, ••• ; b1, b2, ••• ; ••• en, ... e,,) 
...... q>t(a¡, ª2, ... ; b¡, bz, ... ; ... C11, ••. Cnn)• 

lt is clear that at least one of the factors on the right must con­
tain _the. c's. Let cf,1 be such a factor, and !et ns arrange it as a poly­
nom1al m the c's whose coefficients are polynomials in the a's, b's, 
etc. Let ,fr(a1, a2, ···; bl' b2, •··; •··) 

be one of these coefficients which is not identically zero and which is 
the coefficient of a term in which at least one of the c's has an expo­
nent greater than zero. We can, now, give to the a's, b's, ... values 
which we will denote by .A's, B's, ... such that neither cf, nor ,¡, 
vanish; and consider a neighborhood N of the point 

(A1, A2, ···; B1, B2, ••• ; ···) 

throughout which 
(7) cf,(a1, a,, --·; b1, b2, ••• ; ···)* O, 

(8) ,¡,( ª1• ª2• ... ; b1, b,, ... ; .. ·)*O, 

r 
• 
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Let us now restrict the a's, b's, •·· to the neighhorhood N and ask 
ourselves under what circumstances we can have cf,1 = O. If this 
equation is fulfilled, we see from ( 6) that 'f' vanishes for. t~e tran~ 
formed loci, while, by (7), it does not vamsh for the origmal 1001. 

Since, by hypothesis, the vanishing of cf, gives a necessary and 
sufficient condition for a projective property, a transformation (5) 
which causes cf, to vanish when it did not vanish hefore must be a 
singular transformation. That is, if the a'B, b'B, ... are in the neiglt­
borhood N, whenever cf,1 vanisheB the determinant e of ( 5) vanishe,, 
Moreover, cf, does vanish for values of the a's, b's, · ·· in N, for if we 
assign to th! a's, b's, •·· any such values, cf,1 becomes a polynomial in 
the c¡;'s, which, by (8), is of at least the first degree, and ther~fore 
vanishes for suitably chosen values of the c¡;'s. W e can therefore 
apply the theorem for more than three variables analogous to Theorem 
8, § 76, and infer that cf,1 is a factor of the determinant e; and conse­
quently, since this determinant is irreducible (Theorem 1, § 61~ that 
cf,

1 
is merely a constant multiple of c. . 
The reasoning we have just applied to cf,1 applies equally to any 

of the factors on the right of ( 6) which are of at least the first degree 
in the c,/s. Accordingly (6) reduces to the form 

(9) 

where X no longer involves the c1/s. To determine this polynomial 
X• !et us assign to the c,/s the values O, 1 which reduce ( 5) to the 
identical transformation. Then the a1's, b"s, ··· reduce to the a's, 
b's ... , while e= 1; so that from (9) we see that 

cf,(a
1
, a2,--•; b1, b2 ···; ··•)seex(a1, a2,·•·; b1, b2, ... ; ··•). 

Substituting this value of X in (9), we see that cf, is really an in• 
variant. 

In order to avoid ali misunderstanding, we state here explicitly 
that if we have two or more polyuomials, cf,1, cf,2, .. . in the coefficients 
of the forms f,, the eq uations cf,1 = cf,2 = • · · = O may be a necessary and 
sufficient condition for a projective property of the loci.f, = O, even 
though cf,

1
, cf,

2
, • • • are not invariants. For instance, a necessarv and 

sufficient condition that the two lines 

ª1"'1 + ª2"'2 + a,x, = O, 

b1x1 + b2x2 + b3x3 = O 
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coincide is the 
die matrix 

vanishing of the three two-rowed determinants of 

11 :: :: ~: ~. 

none of which is an invariant. Or, again, a necessary and snfficient 
condition that a quadric surface break up into two planes, distinct 
or coincident, is the vanishing of ali the three-rowed determinants 
of its matrix, and these are not invariants. In this case we can also 
express the condition in question by the identical vanishing of a 
certain contravariant, namely, the adjoint of the quadratic fonn; 
and this- a projective relation expressed by the identical vanish­
ing of a covariant or contravariant -is typical of what we shall 

, nsually have when a single equation cf,=0 .is not sufficient to express 
the condition. There are, however, cases where the condition is given 
by the vanishing of two or more invariants; cf. Exercise 6, § 90. 

EXERCISES 

l. Prove that if in Theorem 1 our system consista not merely of the ground• 
forma (1) but &!so of certain points 

(y1, ... y.), (z,, ... z.), ···, 

and we have not an invariant J but a covariant of weight A, and of degree a in the 
a's, fJ in the b's, etc., 11 in the y's, { in the z's, etc., then 

m,a+ m,,B + ... = n>.+ ~+ { + ••·· 

2. Extend Theorem 2 to the case of covariant... Does Theorem 3 admit of 
!Uch extension ? 

3. Extend Theorem 4 to the case of covariants. 

4. Show that an integral rational invariant of a single binary form of odd 
degree must be of even degree. 

5, Show that the weight of an integral rational invariant of & single binary 
forro can never be smaller than the degree of the forro. 

6. Express the condition that (a) two lines, and (b) two planes coincide, in 
tbe form of the identical vanishing of a covariant ·or contravariant. 

7. Prove that a polynomial in the coefficients of a system of n-aryformswhich 
is homogeneous in the coefficients of each form taken by themselves, and w hich Í9 

lmchanged when the forms are subjected to any lineartransfonnation of determi• 
aant + 1, is an invariant of the system of forros. 

8. Generalize Exercise 7 to the case of cov&riants. 
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82. Resultants and Discriminants of Binary Forms. If we inter• 
pret (x

1
, x

2
) as homogeneous coéirdinates in one dimension, the equa• 

tions obtained by equating the two binary forms 

f(x1,x2)aaa0xj+a1xt1x2 + ... +a.~, 
cf,(x1,x2) = b0x1 + b1 x¡-1 x2 + ... + bmx;' 

to zero represent sets of points on a line. The points given by the 
equationf = O are the points at which the linear factors off vanish, 
and the points corresponding to cf, = O are the points at which the 
linear factora of cf, vanish. Since two binary linear forms obviously 
vanish at the same point when, and only when, these linear forms are 
proportional, it follows that the loci of the two eq uations f = O, cf, = O 
have a point in common when, and only when,f and cf, have a common, 
factor other than a constant. Hence, by § 72, a necessary and suffi­
cient condition tliat the two loci f = O, cf, = O have a point in common i, 

. that the resultant R of the binary forms f, cf, vanish. 
The property of these two loci haviug a point in common is, 

however, a projective property. Thus, by Theorem 4, § 81, 

THEOREM 1. The resultant of two binary forms is a homogeneous 
invariant of this pair of forms. 

From the determinaut form of R given in § 68 it is clear that A 
is of degree m in the a's and of degree n in the b's. Hence by 
formula (2), § 81, ,. = mn. 

THEOREM 2. The weight of the resultant of two binary forms of 
degrees m and n is mn. 

The following geometrical problem will lead us to an importan\ 
invariant of a single binary form. 

Let us resol ve the form f, which we assume not to be identically 
zero, into its linear factors (cf. formula (4), § 65), 

j(x
1
, x2)aa(a~x1-a\x2)(,4x1-a;x,) ... (aix1-a~x2). 

The equation f = O represents n distinct poiuts provided no two ol 
these linear factors are proportional to each other. If, however, two 
of these factors are proportional, we say that f has a multiple linear 
factor, and in this case two or more of the n points represented by 
the equation f = O coincide. Let us inquire under what conditions 

this will occur. 
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(1) 

From these formuloo we see that any multiple linear factor of 
/ is a factor of both of these partial deriva ti ves. 

Conversely, if these partial derivatives have a common linear 
factor, it must be a factor off on account of the formula, 

af ar_ • 
X1-+x2 - =ef. a x1 ax, 

But, by (1), no linear factor off can he a factor of a¡¡ax unless 
it is a multiple factor off. Thus we have proved 

1 

T HEOREM 3. A necessary and suificient condition that f have a 
multi)le linear factor is that the resultant of a¡¡ax1 and a¡¡ax, vánish. 

DEFINITION. Phe resultant of a¡¡ax1 and a¡¡ax, is called the dis­
criminant off. 

F.rom (2) we see that the discriminant off may be written as a 
determinant of arder 2 n - 2 whose elements, so far as they are not 
zero, are numerical multiples of the coefficients a a ... a off 01 1' n • 

That is, this discriminant is a polynomial in the a's. Moreover, its 
vanishing gives a necessary and sufficient condition that the locus 
/=0 have a projective property (namely, that two points of this 
locus coincide). Hence, by Theorem 4, § 81, this discriminant is a 

. • Thls is merely Euler's Theorem for Homogeneous Functions. 



238 INTRODUCTION' TO HIGHER ALGEBRA 

homogeneous invariant, whose degree and weight are readily deter­
mined. Thus we get the theorem : 

THEOREM 4. . The discriminant of a binary form of the nth 
degree is a homogeneous invariant of this for,n of degree 2( n - 1) and 
of weight n( n - 1 ). 

A slight modification in the definition of the discriminant is often 
desirable. Let us write the binary form f, not in the above fonn 
where the coefficients are a0, a1, ... ª•• but, by the introduction of 
binomial coefficients, in the form 

j(x1, x2
) = ao"j + na1x11x2 / n( n

2
~ l) a.xj-~ + ... +na,._1X1"'21+a.z;, 

Then we may write 

! aj =ªo"¡-1+(n-l)a1xr•x, 1 (n-1)(,n-2)a,x¡-sx¡+ 
n ax1 2. ... + a,.__1z;--1, 

! af = a .,n-1 + (n - l)a z':-2., ·I ( n - 1 )( n - 2) a-,,,•-sx• + ... + a ., .... 1, 
i)
• 1 l 2 1 2 9 1 ol 2 n 2 n x2 .... 

W e may then define the discriminant off as the resultant of the two 
binary forms just written. W e thus get for the -discriminant a 
polynomial in the a's which differs from the discriminant as above 
defined only by a numerical factor, and for which Theorems 3 and 4 
obviously still hold. If this last definition be applied to the case of 
a binary quadratic form, it will be seen that it leads us precisely to 
what we called the discriminant of this quadratic form in the earlier 
chapters of this book. 

EXERCISES 

l. Prove that the resultant of two binary forros of degrees n and m respec­
tively is irreducible.· 

[SuGGEBTION. When b0 = O, R is equal to a0 times the resultant of two bmair 
forms of degrees n and m - 1 respectively. Show that if this last resultant is irredu­
cible, R is e.lso irreducible, and use the method of induction, starting with the C88II 

n=l, m=l.] 

2. Prove by the metbods of this chapter that the bordered determinants ol 
Chapter XII are invariants of weight 2. 

3. The following account of Bézout's metbod of elimination is sometimel 
given: 

If f and <J, are polynomials In x w hich are both of degree n, the expression 

l(x),f,(y) - <J,(x)f(y) 
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nnishes, independently of y, for a value of x for which both/and </> vanish, and 
ja divisible by x - y, since it is zero for x = y. Hence 

F( ) _f(x),f,(y) - ,f,(x)f(y) 
x,y - x-y 

;, a polynomial ol degree(n-1) in x which vanishe, for ali values of y when x is 
acommon root of/ and cf,. Arranging F acco1·di11g to the powers of y, we have 

tbe ei:pression 
F= coo+co1x+co2X2+··· +co,11,-1X-l 

+ y(c10 + Cu X+ C¡2X2 + ... + C¡, ,._¡x11 -I_) 

+ y2 (c20+ CnX + C22X11 + ... + C2,n-1x"-1
) 

+ ............ . 

H this function is to vanish independently of y, the coefficient of ea.ch power 
of y must be zero. This gives n equatious between which we can elimina.te the n 
quantities, 1 x, x1, ••• x"-1, obtaining the resultant in the form of the determinant, 

Coo Co¡ ... Co,,.-1 

R: 
C¡o Cu ... C¡, -1 

With the help of the auxiliary function F we ha.ve, in this case, reduced the 
188Ultant to a determinant of the nth order, while that obtained by the method of 
IJylvester was of arder 2 n. 

Criticise this treatment and make it rigorous, applying it, in particular, to the 
Cl88 of homogeneous variables. 

4. If/and cf, are po]ynomials in (x, y) of degrees n and m respectively and 
are relatively prime, prove that the curves f = O, cf, = O cannot ha.ve more than mn 
poin~ of intersection. 

(SuoGESTJON. Show first that the cOOrdinate axes can be turned in sucb a. way tha.t 
no two P?ints of intersection have the same abscissa, and that tbe equations of the two 
wves are of ilegrees n and m respectively, after the transformation, in y alone. Then 
eliminate y between the two equations by Sylvester's dyalitic method..] 

:;. Prove that every integral rational invariant of the binary cubic is a. con­
Btant multiple of a power of the discriminant. 

[Suo0Esr10N. Show tha.t if the discriminant is not zero, every binary cubic can 
be reduced by a non-singular linear transformation to the norma.! forro xj - ,:¡. Tben 
u fu §48.] 


