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linearly dependent. If then we regard the independent variables a.a 
rectangular coordinates, these equations give us geometric loci in 
space of as many dimensions as there are independent variables. 
Thus, in the cases of two and three variables, we have plane curves 
and surfaces respectively. The case of two loci is of nQ interest, 
as they must coincide in order to be linearly dependen t. In the case 
of three linearly dependent loci it is easily shown that any one must 
meet the other two in all their common points and in no others. 
The following theorems will serve to illustrate the geometric mean• 
ing of linear dependence : 

(1) In the plane : 

THEOREM 8. Three circles are linearly dependent when, and only 
when, they belong to the same coaxialjamily. 

THEOREM 9. Four circles are linearly dependent when, and only 
when, they have a (real or imaginary) common orthogonal circle. 

THEOREM 10. Four circles are linearly dependent when, and only 
when, the pointB oj intersection oj the first and second, and the points oj 
intersection oj the third and f ourth, líe on a common circle. 

THEOREM 11. Five or more circles are always linearly dependent. 

(2) In space ( using homogeneous coordina tes) : 

THEOREM 12. Three planes are linearly dependent when, and only 
when, they intersect in a line. 

THEOREM 13. Four planes are linearly dependent when, and only 
when, they intersect in a point. 

THEOREM 14. Five or more planes are always linearly dependent. 

CHAPTER IV 

LINEAR EQUATIONS 

16. Non-homogeneous Linear Equations. In every elementary 
treatment of determinants, however brief, it is explained how to 
solve by determinants a system of n equations of the first degree in 
n unknowns, provided that the determinant of the coefficients of 
the unknowns is not zero. Cramer's Rule, by which this is done, 
is this: 

CRAMER'S RULE. IJ in the equations 

a11 x1 + .. • + a1,.x11 = 7c1, 

. . . 

the determinant 

a= 
• ª1111 

is not zero, the equation8 have one and only one solution, namelg: 

ª1 ª2 a,. 
X¡=-, X2 = -, ... X = -, 

a a II a 

where a, is the n-rowed determinant obtained from a by replacing the 
elements of the ith column by the elements k1, k2, .. • k11, 

This rule, w hose proof :we assume to be known, • is of funda· 
mental importance in the general theory of linear equations to 
which we now proceed. , 

• Tbe proof as given in most English and American text-books merely establishes 
the fact that if the equations have a solution it is given by Cramer's formulm. That 
these formulm really satisfy the equations in ali cases is not commonly proved, but 
may be easily estabished by direct S11bstitution, We leave it for the reader to do thi& 

~ 
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Consider the system of m linear equations in n variables: 

ª11X1 + ·•· + ª1nXn + b¡ = O, 

am¡X¡ + ··· + amnXn+bm = O, 

where m and n may be any positive integers. Three cases arise: 
(1) The eq_uations may have no solution, in which case they are 

said to be inconsistent. 
(2) They may have just one solution. 
(3) They may have more than one solution, in which case it will pres

ently appear that they necessarily have an infinite number of solutions. 
Let us consider the two matrices: 

a= b= 

W e will call a the matrix of the system of equations, b the ªUf!· 
mented matrix. 

It is evident that the rank of the matrix a cannot be greater 
than that of the matrix b, since -every determinant contained in a 
is also contained in b. We have, then, two cases: 

I. Rank of a= Rank of b. 
II. Rank of a< Rank of b. 
W e will consider Case II first. 
Let r be the rank of b. Then b must contain at • least one 

r-rowed determinant which is not zero. Moreover, this determinant 
must contain a column of b's, since otherwi;-,;e it would be contained 
in a also, which is contrary to our hypothesis. Suppose for definite
ness that this non-vanishing r-rowed determinant is the one situ
ated in the upper right-hand corner of b. There is no loss of 
generality in assuming this, since by writing the equations in a dif. 
ferent order an<l changing the or<ler of the variables x1, ... xn wo 
can always bring the determinant into tbis position. Now lot 
brevity let us represent the polynomials forming the first memberJ 
of our given equations by F1, F2, ... Fm respectively, and tho 
homogeneous polynomials obtaine<l by omitting the constant terms 
in each of these equations by f 1, f 2, • .. fm• Then we have the 
identities: (i=1,2, ... m} 
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Consider the first r of these identities. Since the rank of a is 
less than r, the polynomialsf1,f2, ••• Ir are linearly dependent, 

cif1 + cJ2 + · · · + crfr = O, 

bence 

But since the rank of b is r, the polynomials F1, ... Fr are linearly 
independent and therefore 0=1=- O. Hence the given equations are in
consistent, for if they were consistent all the F's would be zero for 
sorne suitably chosen values of x1, •·· Xn, and if we substitute thesij 
ralues in the last written identity we should have 

Let us now consider Case I. Let r be the common rank of a 
and b, then there is at least one r-rowed determinant in a which 
is not zero. This same determinant also occurs in b. Suppose it to 
be situated in the upper left-hand comer of each matrix. Since all 
(r + 1 )-rowed determinants of either matrix are zero, the first ( r+ 1) 
of the F's are linearly dependent, and we have 

c1F1 + c2F2 + •·· + c,.Fr + cr+1Fr+l =O; 

and,·since F1, ... Fr are linearly independent, c,.+1 cannot be zero; 
hence we may divide through by it and express Fr+t linearly in 
terms of F1, · • · Fr. The same argument holds if instead of F. we r+t 
take Fr+2 or any other one of the remaining F's. Hence 

(l = 1, 2, ... m - r). 

From these identities it is obvious that at any point (x1, . "Xn) where 
F¡, · .. Fr all vanish, the remaining F's also vanish. In other words, 
any solution which the first r ·equations of the given system may 
have is necessarily a solution of the whole system. 

Now consider the first r of the given equations. Assign to 
Zr+1, • • • !Xn any fixed values x'r+1, • • • :i;, and transpose all the terms 
after the rth in each equation to the second member, 
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Remembering that the right-hand sides of these equations are knowa 
constants, and that the determinant of the coefficients on the left is 
not zero, we see that we have the case to which Cramer's Rule 
applies, and that this system of equations has therefore just one 
solution. Hence the gi ven system of equations is consistent, and we 
have the theorem: 

THEOREM 1. A necessary and sufficient condition for a system of 
linear equations to be consistent is that the matrix of the system 
have the same rank as the augmented matrix. 

From the foregoing considerations we have also 

THEOREM 2. Jf in a system of linear equations the matrix of 
the system and the augmented matrix have the same rank r, the values 
of n - r of the unknowns may be assigned at pleasure and the others 
will then be uniquely determined. 

The n - r unknowns whose values may be assigned at pleasure may 
be chosen in any way provided that the matrix of the coefficients of 
the remaining unknowns is of rank r. 

EXERCISES 

Solve completely the following systems of equations: 

4x-2y- z+ 3=0, 
l. l 

2x - y+ 3z - 1 = O, 

2x - y -4z + 4 = O, 

lOx - 5y - 6z + 10 = O. 

2x-3y+5z+1=0, 
2. ¡ 4x - y + z + 5 = O, 

3. 

X+ y - 2z + 2 = 0, 

5x - z + 2 = O. 

2x - 3y + 4z - w = 3, 

X+ 2y - Z + 2w = 1, 
3x- y+2z-8w=4, 

3x - y+ z - 7w = 4. 
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17. Homogeneous Linear Equations. We will now consider the 
special case where the equations of the last section are homogeneous, 
á.e. where all the b's are zero, 

a11X1 + ••• + ª1n Xn = O, 

The matrices a and b of the last section di:ffer here only by a column 
of zeros; hence they always have the same rank and this is called 
the rank of the system of equations. Theorems 1 and 2 of the last 
section become 

THEOREM l. A system of homogeneous linear equations always 
ha, one or more solutions. 

THEOREM 2. If the rank of a system of homogeneous linear equa
tions in n va1'iables is r, the values of n - r of the unknowns may be 
assigned at pleasure and the others will then be uniquely determined. * 

If the rank of the equations is n, there will therefore be only onc 
solution, and this solution is obviously x1 = ~ = ... = Xn = O. Since 
the rank can never be greater than n, we have 

THEOREM 3. A necessary and sufficient condition for a systerp, of 
homogeneous linear equations in the n variables ( x1, • • • xn) to have a solu
tion other than x1 = x2 = .. • = Xn = O is that their rank be less than n. 

COROLLARY l. Jf there are fewer equations than unknowns, the 
equations always have solutions other than x1 = x2 = · · · = xn = O. 

CoROLLARY 2. Jf the number of equations is equal to the number 
of unknowns, a necessary and sufficient condition for solutions other than 
z1 = z2 = · .. = x,. = O is th'!,t the determinant of the coefficients be zero. 

In the special case where the number of equations is just one leas 
than the number of unknowns and the equations are linearly 
independent, we will prove the following : 

THEOREM 4. Every set of values of x 1, ... x,. which satisfies a 
system of n - 1 linearly independent, t homogeneous linear equations in 

• Cf. also the closing lines of Theorem 2, § 16. 
t The theorem is still true if the equations are linearly dependent, but it is theu 

trivial, since tbe determinants in question are all zero. 
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n unknowns is proportional to the set of ( n - 1 }'rowed determinant, 
taken alternately with plus and minus signs, and obtaíned by striking 
out from the matriz of the coefficients first the first column, then the 
second, etc. 

Let us denote by a, the (n -1)-rowed determinant obtained by 
striking out the ith column from tbe matrix of the equations. Sinre 
the equations are linearly independent, there must be at least one 
of the determinants a1, a2, • • • a11 which is not zero. Let ~t be a,. 
N ow assign to x, any fixed value, e, and transpose the ith term of 
each equation to the second member and we have 

IZt1zt + ... + a1,i-1Xi-1 + lii,Hl XHl + ... + IZtn Xn = - alic, 

Hence: 
( l)i-k _- ·C•a1c 

X1:-
a, 

from which it is clear tbat (xl' •·· xn) are proportional to the de
terminants ( a1, - a2, a8, • • • ( - 1 )"-1 a,.~ as was to be pro ved. 

The theory of homogeneous linear equations has here been de
duced from the theory of linear dependence. It can, however, in 
turn be used to obtain further results in this last-mentioned theory. 
Asan example of this we will deduce the following theorem, which 
we shall find useful later: 

THEOREM 5. If a set of points (x1, •·· x,.), finite or infinite in 
number, have the property that k points can be found among them upon 
which every other point of the set is linearly dependent, then any k + 1 
points of the set will be linearly dependent. 

Let (xi, ... x,D, (xf' ... x'~), ... (xrl, ... x~l) be the k points u pon 
which every other point of the set is linearly dependent, and le* 

(Xi, ... X~), (Xf, ... X~), ... (Xfk+ll, ... X~k+ll) 

be any k + 1 points of the set. Then we may write 

{

X j•1 = 4,1 xi + cf~ x'{ + ... + ct1 xlkl, 

· · · , · · · · · · · (i = 1, 2, ... k + 1) . . . . . . . . . . 
Xtl = C)'lx~ + c~1x',I + ... + c~ílx¡:,. 

(1) 
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This is true by hypothesis if (Xt1, ... KJ•1) is not one of the first k 
points, and if it is one of these points, it is obviously true. . W e 
have then to prove that k + 1 constants, 01, 02, ... OA:+

1
, not ali zero, 

can be found such that 

(f = 1, 2, ... n). 

By substituting here the values of the X's from (1 ), we see that 
these equations will be f ulfilled if 

01 ff¡ + 02 r'f. + ... + Ok+I cik+ll = 0, . . . . . . . . . . 
. . . . . . . . . . 
01 c1 + 02cf + •·· + 0k+l cl+II = O, 

and this is a system of fewer equations than unknowns, which is 
therefore satisfied by a set of 0's not all zero. (Cf. Theorem 3, 
Cor. l.) 

EXERCISES 

Solve completely the following systems of equations: 

{ 

11 X+ 8 y - 2 % + 3 W = 01 

l. 2 x + 3 y - z + 2 w = o, 
7x- y+ z- 3w=0, 
4 X -11 y + 5 Z - 12 W = 0, 

¡ 2 X - 3 y + 5 Z + 3 W = 0, 
2. 4 X - y+ Z + W = 0, 

3 X - 2 y + 3 Z + 4 W = 0. 

18. Fundamental Systems of Solutions of Homogeneous Linear 
lquations. If (a{,••·~) is a solution of the system of equations 

{ 

~11 ~l.~ • ~. ~ ~1:X: ~ ~' 
. . . . . . . . . . . 

ªm1X¡ + • · · + amnXn = O, 

(1) 

then (ar¡,•••cx~) is also a solution, and by giving to e different values 
we get thus ( except in the special case in which the x''s are all zero) 
an infinite number of solutions. These may include all the solutions 
of (1) ( cf. Theorem 4 of the last section ), but in general this will 
not be the case • 

• 
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Suppose, again, that (xi,•·· x!) and (xf, • •· x'~) are two solutions of 
(1 ), then ( c1i¡ + c2x'i, ... c1x~ + c2x'~) is also a solution. If the two 
given solutious are proportional to each other, this clearly gives us 
nothing more than what we had above by starting from a single 
solution ; but if these two solutions are linearly independent, we 
build up from them, by allowing c1 and c2 to take on all values, a 
doubly infinite system of solutions ; but even this system will 
usually not include all the solutions of (1). Similarly we see 
that, if we can find three linearly independent solutions, we can 
build up from them a triply infinite system of solutions, etc. If, 
proceeding in this way, we succeed in finding a finite number of 
linearly independent solutions in terms of which all solutions can 
be expressed, this finite number of solutions is said to form a 
fundamental system. 

DEFINITION. If (xli1, ... xi~) (i= l, 2, •·· k) are a system of k 
solutions of (1) which satisfy the following two conditions, they are said 
f,¡;¡ form a fundamental system: 

(a) They shall be linearly independent. 
(b) Every solution of (1) shall be expressible in theform 

(c¡Xi + C2x'{ + ... + C,tX[fl, ...... C¡X! + C2X~ + ··•+c~I~). 

THEOREM l. Jf the equations (1) are of rank r < n, they possea 
an infinite number of fundamental systems each of which consisu 
of n - r solutions. 

Suppose the r-rowed determinant which stands in the upper left
hand corner of the matrix of the equations (1) does not vanish, and 
let us consider the first r of these equations. Any solution of these 
will be a solution of all the others. Transpose all terms af ter the 
rth to the second members, and let (xr+l' •·· x,.) have any fixed set 
of values (x!.w ... x~), not all zero; then these r equations will have 
just one solution given by Cramer's Rule. Call it (i¡, • •· X:.} 
Now let (xr+i, ... x,.) have any other fixed set of values (x/L1, ••· x',D, 
not all zero, and we get another solution, (x'{, •·· x~). Continue iD 
this way until we have n-r solutions 

Xi• • • • X~ r,_+l' • • • X:., 

..Jn-r] ,,.[n-r) ,,.[n-r) __ rn.....-] 
'1 , "· ..,r ,.., r+I , · · · Z'n • 
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If we have chosen these n - r sets of values for (zr+1, ... ~.) so that 
füe determinant 

l2) 

xln-rJ ... xln-rJ •+l n 

is not zero,-and this may clearly be done in an infinite variety of 
ways, - these n - r solutions will be linearly independent. That is 
to say, we may thus obtain an infinite number of sets of n - r solu. 
tions each, each of which satisfies condition (a) of our definition fo1 
a fundamental system. 

To prove that these sets of solutions also satisfy condition (b), let 
us suppose that (X1, •·· X,.) is any solution of the r equations we are 
considering. The last n - r of these X's are linearly dependent on 
the n - r sets of values we have chosen for (xr+1, •·· xn) since we have 
here more sets of constants than there are elements in each set ( cf. 
Theorem 2, §13), and the daterminant (2) is not zero. Thus 

( i = r + 1, r + 2, ... n ). 

Let us nowsolve the first r equations(l) byCramer's Rule, regard
ing Xr+i• • • • Xn as known. W e thus get results of the form 

(4) 

(j = 1,2, ... r). 

By assigning specia.l values here to Xr+l' •·· xn, we get 

Xj = A~x:+l + A Jr,.+2 + ... + .AJ"-•]i,., . . . . . . . . . . . . . . . . . . . . . . . . (j = 1, 2, ... r) 

If we multiply the first n - r of these equations by c1, ••• e,_. re
spectively and add, we get, by (3), 

C1XJ+ ··•+cn-.XJ"-rJ =Á.JX,+1 +•·· +AJn-rJX,.. 

Consequently, by the last equation ( 4), 

(5) Xi= C¡Xj + ·••Cn-,!t)n-r] (j = 1, 2, .. • r). 

E4uations (3) and (5) together prove our theorem. 

• 
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W e thus see that the totality of all solutions of the system ( 1¡ 
forros a set of points satisfying the conditions of Theorem 5, § 17, 
Consequently, 

THEOREM 2. If the rank of a system of homogeneous linear equa
tions in n variables is r, the!I, any n -- r + 1 solutions are linearly 

dependent. 

Finally we will pro ve the theorem. 

THEOREM 3. A necessary and sufficient condition that a set of 
solutions of a system of homogeneous linear equations of rank r in 11 

variables form a fundamental system is that they be 

(a) linearly independent, 
(b) n - r in number. 

By definition, (a) is a necessary condition. To see that (b) also 
is necessary, notice that by Theorem 2 there cannot be more 
than n - r linearly independent solutions. W e have, then, 
merely to show that l linearly independent solutions never forro 
a fundamental system when l < n - r. If they did, then by 
Theorem 5, § 17, any set of l + 1 solutions would be li!1early 
dependent, and therefore the same would be true of any set of 
n - r solutions (since n - r ~ l + 1). But by Theorem 1, this 
is not true. 

In order now to prove that conditions (a) and (b) are also 
sufficient, let 

({ = 1, 2, ... n - r) 

be any system of n - r linearly independent solutions of our system 
of equations, and let (x1, ... Xn) be any solution of the system. 
Then, by Theorem 2, we have n - r + 1 constants ( c1, • .. cn-r+i} 

not all zero, and such that 

U= 1, 2, ... n) 

But since the n - r given points are linearly independent, e,._,.+ 1 =I= O; 
accordingly these last equations enable us to express the solu• 
tion (Xi, .. • x,.) linearly in terms of the n - r given solutionSr 
and tl.is shows that these n - r solutions forro a fundamental 
svstem. 

o 

LINEAR EQUATIONS 53 

EXERCISES 

l. Prove that ali the fundamental systems of solutions of a system f h 
li 

. o omo-
geneous near equations are included in the infinite number obtained in the 
proof of Theorem l. 

2. Given three planes in space by their equations in homogeneous coordinates. 
What_ai:8 their relative positions when the rank of the system of e uations is 31 
when 1t 18 2? when it is.l? q 

3. Given three pl_anes i~ space ~! their equations in non-homogeneous coordi
nates. What are their 1:8lat1ve pos1tions for the di:fferent possible pairs of values 
of the ranks ol the matnces and augmevted matrices? 


